
International Journal of Advances in Engineering Research                 http://www.ijaer.com  

 

 (IJAER) 2017, Vol. No. 13, Issue No. IV, April        e-ISSN: 2231-5152, p-ISSN: 2454-1796 
 

 

22 

 

INTERNATIONAL JOURNAL OF ADVANCES IN ENGINEERING RESEARCH 
 

SEE THROUGH APPROACH FOR THE SOLUTION TO 

NODE MOBILITY ISSUE IN UNDERWATER SENSOR 

NETWORK (UWSN) 

 

Nishit Walter, Nitin Rakesh 

CSE Department 

Amity University, Uttar Pradesh 

Sec- 125, Noida, India 

 

ABSTRACT 

The top notch problem that we are facing in the field of Underwater Sensor network (UWSN) is of node 

mobility issue. This well versed problem arise when there is significant deviation in the location of the 

nodes i.e. from their point of origin to their final position, considering the fact that these nodes are mobile 

in nature. To tackle this problem we already proposed an approach named SEE THROUGH and this is the 

continuation of that work as SEE THROUGH approach part 2. The objective of this paper is to make the 

approach understandable more easily by considering various cases and presenting a dry run for the same 

Keywords: UWSN; mobility issue; propagation delay; round trip time; network throughput. 

 

INTRODUCTION 

 

Figure 1.  Underwater Sensor Network 
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A large number of sensing nodes forming a group are connected to anchors. By making use of 

Acoustic links the sensing nodes gets connected with one or more underwater sinks.[1-2] Receiving 

of information and passing of information is done by these sinks to the stations that are on the 

surface. The formation the sinks employ two kinds of transceivers namely Horizontal Transceiver 

and Vertical Transceiver. Vertical Transceiver come in handy when the area of application is for 

long range [3], while on the other hand Horizontal Transceiver are used for the communication 

between underwater sinks and the sensing nodes.  

Stations that are affixed on the surface are also equipped with transceivers for managing a 

number of communication lines coming from underwater sinks and are also fitted with transmitters 

so that a communication can be made with the satellite. Information is directly conveyed to these 

underwater sinks. As the area covered by the communication network is very large, these are not 

very efficient in terms of energy consumption. [4-7] 

The situation of node mobility arise when there is significant deviation in the location of the 

nodes i.e. from their point of origin to their final position due to the influence of any external 

activity, be it environmental or manmade.[8-10] 

Considering underwater sensor network in terms of 2-D representation [11], facing the problem 

caused by node mobility, specifically when dealing with the source node and the destination node 

we have proposed an approach in lieu for its solution, where the communication networks won’t get 

affected when it comes to node mobility issue and the network can run without causing any lag of 

failure. 

 
Fig. 2. General depiction of network 

 

Table for symbols used 

Symbols Description 

 Surface buoy 

S Source node 

D Destination 

node 

CN Communication 

node 
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Considering source node is fixed in quadrant 1 and the destination node is fixed in quadrant 4, 

there can be 9 ways in which node mobility can occur in regard with source and destination 

communication: 

 
Fig. 3.1. S moves to Q2 & D moves to Q3 

 
Fig. 3.2. S moves to Q2 & D moves to Q2 

 

 

 
Fig. 3.3. S moves to Q2 & D moves to Q1 

 

 
  

Fig. 3.4. S moves to Q3 & D moves to Q3 
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Fig. 3.5. S moves to Q3 & D moves to Q2 

 

 
Fig. 3.6. S moves to Q3 & D moves to Q1 

 

 

 
Fig. 3.7. S moves to Q4 & D moves to Q3 

 
Fig. 3.8. S moves to Q4 & D moves to Q2 

 

 
Fig. 3.9. S moves to Q4 & D moves to Q1 
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PROPOSED APPROACH 

We will be using surface buoys for the solution of node mobility issue. 

 

 
Fig. 4 sensing nodes and surface buoys 

 

Here, the triangle represents the surface buoys and circles represents the sensing nodes. Both 

the surface node and the destination node quadrants have knowledge about the communication 

nodes i.e. source and destination node among which communication is taking place and also about 

the quadrant to which they belong. Information that is to be relayed from source node to the 

destination node is made available on the network that is formed by routing protocols. 

As an impact of node mobility issue if source and the destination node change their location, 

then in that case they will contact the surface buoy closest to them, determining their quadrant 

zone and letting other quadrants know about their new locations. This information is relayed to 

each respective quadrants and nodes that were used to form the communication network, which 

then relays information to destination node i.e. closest to it, having the least distance. [12-13] 

      Starting with defining the quadrants that are going to communicate/relay the information. 

Checking for the node mobility issue for the source and destination node, if mobility has occurred 

then the node contacts the surface buoy that is nearest to it and further relaying the new location 

information to other buoys and to their respective nodes. It uses the communication node for the 

same (selecting the communication node on the basis of smallest distance with the destination 

node by using Euclidean distance formula) i.e. nearest and sending the information from that node 

thereby resuming the communication. [14-15] 
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PROPOSED ALGORITHM FLOWCHART 

 
Fig. 5. Flowchart of proposed approach 

DRY RUN OF VARIOUS CASES 

We will consider 9 cases where S and D nodes both move simultaneously. 

Table for symbols used 

Symbols Description 

S Source node 

D Destination node 

 Surface buoy 

 Flow of 

information 

1,2,3,4 Quadrants 

 Communication 

nodes 

 Nodes  
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We are considering information is already present on the network 

 

CASE 1 

 

 
Fig. 6 

 

  S moves to quad 2 and D moves to quad 3. This new information is updated to all with the help of 

surface buoys and the communication node nearest to the destination node relays the information 

to it as shown in Fig. 7. 

 

 
Fig. 7 

 

CASE 2 

 
Fig. 8 

 

 S moves to quad 2 and D also moves to quad 2. Nearest communication node is present in quad 4 

and the info is transferred from that node to D node as shown in Fig. 8 
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Fig. 9 

 

CASE 3 

 

 
Fig. 10 

 

 S move to quad 2 and D moves to quad 1. As it is clearly visible that quad 1 communication node 

is closet to D, therefore the data will be transferred to D from that particular node as shown in Fig. 

11. 

 

 
Fig. 11 
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CASE 4 

 

 
Fig. 12 

 

      S moves to quad 3 and D moves to quad 3 as well. Communication node of quad 3 is nearest to 

D, so data will be transferred to D from that node as shown in Fig. 13. 

 

 
Fig. 13 

 

 

CASE 5 

 

 
Fig. 14 

 

      S moves to quad 3 and D moves to quad 2. Communication node from quad 4 is nearest to D, 

so data will be transferred to D from that node as shown in Fig. 15. 
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Fig. 15 

 

CASE 6 

 

 
Fig. 16 

 

      S moves to quad 3 and D moves to quad 1. Communication node from quad 1 is nearest to D, 

so data will be transferred to D from that node as shown in Fig. 17. 

 

 
Fig. 17 
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CASE 7 

 

 
Fig. 18 

 

      S moves to quad 4 and D moves to quad 3. Communication node from quad 3 is nearest to D, 

so data will be transferred to D from that node as shown in Fig. 19. 

 

 
Fig. 19 

 

CASE 8 

 

 
Fig. 20 

 

      S moves to quad 4 and D moves to quad 2. Communication node from quad 4 is nearest to D, 

so data will be transferred to D from that node as shown in Fig. 21 
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Fig. 21 

 

CASE 9 

 

 
Fig. 22 

 

      S moves to quad 4 and D moves to quad 1. Communication node from quad 1 is nearest to D, 

so data will be transferred to D from that node as shown in Fig. 23. 

 

 
Fig. 23 

 

To calculate network throughput, we are assuming some factors as mentioned below and ideal 

network conditions means transmission delay, queuing delay, processing delay, transmission delay 

acknowledgement are considered to be 0, in order to show the difference between ideal case and 

node mobility cases after applying our proposed algorithm: 

Data= 10mb 

Distance between one node to another= 10m 

Propagation speed= 10m/s 
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For ideal case when S is in Q1 & D in 4 

Total Distance= 60m 

Propagation delay= D/S 

  =60/10 

  =6s 

RTT= 2*propagation delay 

        =2*6 

        =12s 

Network throughput= Size/Time 

      =10mb/12s 

      =.83mb/s 

 

For CASE 1 

Total Distance= 30m 

Propagation delay= D/S 

  =30/10 

  =3s 

RTT= 2*propagation delay 

        =2*3 

        =6s 

Network throughput= Size/Time 

      =10mb/6s 

      =1.66mb/s 

 

For CASE 2 

Total Distance= 50m 

Propagation delay= D/S 

  =50/10 

  =5s 

RTT= 2*propagation delay 

        =2*5 

        =10s 

Network throughput= Size/Time 

      =10mb/10s 

      =1mb/s 

 

For CASE 3 

Total Distance= 20m 

Propagation delay= D/S 

  =20/10 
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  =2s 

RTT= 2*propagation delay 

        =2*2 

        =4s 

Network throughput= Size/Time 

      =10mb/4s 

      =2.5mb/s 

 

For CASE 4 

Total Distance= 30m 

Propagation delay= D/S 

  =30/10 

  =3s 

RTT= 2*propagation delay 

        =2*3 

        =6s 

Network throughput= Size/Time 

      =10mb/6s 

      =1.66mb/s 

 

For CASE 5 

Total Distance= 50m 

Propagation delay= D/S 

  =50/10 

  =5s 

RTT= 2*propagation delay 

        =2*5 

        =10s 

Network throughput= Size/Time 

      =10mb/10s 

      =1mb/s 

 

For CASE 6 

Total Distance= 10m 

Propagation delay= D/S 

  =10/10 

  =1s 

RTT= 2*propagation delay 

        =2*1 

        =2s 

Network throughput= Size/Time 
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      =10mb/2s 

      =5mb/s 

 

For CASE 7 

Total Distance= 30m 

Propagation delay= D/S 

  =30/10 

  =3s 

RTT= 2*propagation delay 

        =2*3 

        =6s 

Network throughput= Size/Time 

      =10mb/6s 

      =1.66mb/s 

 

For CASE 8 

Total Distance= 50m 

Propagation delay= D/S 

  =50/10 

  =5s 

RTT= 2*propagation delay 

        =2*5 

        =10s 

Network throughput= Size/Time 

          =10mb/10s 

      =1mb/s 

 

For CASE 9 

Total Distance= 10m 

Propagation delay= D/S 

  =10/10 

  =1s 

RTT= 2*propagation delay 

        =2*1 

        =2s 

Network throughput= Size/Time 

      =10mb/2s 

      =5mb/s 

 

 

 



International Journal of Advances in Engineering Research                 http://www.ijaer.com  

 

 (IJAER) 2017, Vol. No. 13, Issue No. IV, April        e-ISSN: 2231-5152, p-ISSN: 2454-1796 
 

 

37 

 

INTERNATIONAL JOURNAL OF ADVANCES IN ENGINEERING RESEARCH 
 

Table for Propagation Delay 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Graph 1. Propagation delay of ideal case vs node mobility cases 

 
Table IV. Table for round trip time 

0

1

2

3

4

5

6

7

1 2 3 4 5 6 7 8 9

Propagation Delay

ideal cases

S.NO CASES PROPAGATION 

DELAY (in secs) 

1 Ideal 6 

2 1 3 

3 2 5 

4 3 2 

5 4 3 

6 5 5 

7 6 1 

8 7 3 

9 8 5 

10 9 1 

S.NO CASES RTT (in secs) 

1 Ideal 12 

2 1 6 

3 2 10 

4 3 4 

5 4 6 

6 5 10 

7 6 2 

8 7 6 
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Graph 2. Round trip time of ideal case vs node mobility cases 

 

Table V. Table for Network Throughput 

S.NO CASES Network Throughput (in mb/s) 

1 Ideal .83 

2 1 1.66 

3 2 1 

4 3 2.5 

5 4 1.66 

6 5 1 

7 6 5 

8 7 1.66 

9 8 1 

10 9 5 

0

2

4

6

8

10

12

14

1 2 3 4 5 6 7 8 9

RTT

ideal cases

9 8 10 

10 9 2 



International Journal of Advances in Engineering Research                 http://www.ijaer.com  

 

 (IJAER) 2017, Vol. No. 13, Issue No. IV, April        e-ISSN: 2231-5152, p-ISSN: 2454-1796 
 

 

39 

 

INTERNATIONAL JOURNAL OF ADVANCES IN ENGINEERING RESEARCH 
 

 
Graph 3. Network Throughput of ideal case vs node mobility cases 

 

Average Network Throughput: 

Avg= (1.66+1+2.5+1.66+1+5+1.66+1+5)/9 

      = 20.48/9 

      =2.27  

Average network throughput of node mobility cases is 2.27mb/s 

 

 
Graph 4. Graph showing average Network Throughput 

 

 

 

 

0

1

2

3

4

5

6

1 2 3 4 5 6 7 8 9

Network Throughput

ideal cases

0

1

2

3

4

5

6

1 2 3 4 5 6 7 8 9

Avg Network Throughput

ideal cases average
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Table VI. Table for difference of Network Throughput between ideal and node mobility cases 

 

 

 

 

 

 

 

 

 

 

 

 

 

Graph 5. Graph for showing increament in Network Throughput 

 

 

 

 

 

Average Increment: 

Avg= (.83+.17+1.67+.83+.17+4.17+.83+.17+4.17)/9 

       =13.01/9 

       =1.44mb/s 

Average increment in Network Throughput of node mobility cases is 1.44mb/s 

 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

1 2 3 4 5 6 7 8 9

↑ in Network Throughput

cases

CASES Increase in network 

Throughput (mb/s) 

1 1.66-.83=.83 

2 1-.83     =.17 

3 2.5-.83  =1.67 

4 1.66-.83=.83 

5 1-.83     =.17 

6 5-.83     =4.17 

7 1.66-.83=.83 

8 1-.83     =.17 

9 5-.83     =4.17 
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Graph 6. Increament in Network Throughput v/s average Network Throughput 

 

       Hence, we have mathematically shown that using our approach  we can not only prevent 

network from failure but also increase the network throughput as shown in the above mentioned 

graphs. 

RESULTS & CONCLUSIONS 

      We have successfully shown different cases of node mobility issue for source and destination 

node. Also we have shown as to how communication will resume back to normal in case mobility 

has taken place among the nodes. In accordance with the previous paper, this paper makes the 

approach more easily understandable with the help of various cases explained thoroughly in this 

paper. Second phase of the work i.e. considering various cases of issues have also been worked 

upon and are explained using graphical as well as tabular form. 

FUTURE WORK 

In future we can expand our work by simulating the same on some simulating tool or creating real 

life scenario for the implementation of the work. 
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